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Abstract—Optical aggregation network is a key subsystem
to support high performance end-to-end services in 5G mobile
networks. This paper presents a network design optimization
methodology to implement ultra reliable low latency communi-
cations (URLLC) in a metro area. Novel optimization algorithms
based on Integer Linear Programming (ILP) are defined to solve
dedicated (DPP) and shared (SPP) path protection problems,
in the presence of single failure with the aim to minimize the
number of active nodes, by adopting the functional splitting
options defined by 3GPP. The results prove the ability of the
proposed algorithm to find optimal solutions which also minimize
the number of high capacity node instances and the usage of
bandwidth resources, especially when SPP is applied.

Index Terms—5G, Optical networks, Slicing, Functional split,
Optimization, ILP

I. INTRODUCTION

5G technology has nowadays entered the experimental
phase in many countries [1], [2], [3]. A few classes of services
are envisioned to support use cases in different contexts which
pose specific requirements on latency and bandwidth in the
different segments of the end-to-end transport network [4], [5].
In particular, the Ultra Reliable Low Latency Communication
(URLLC) class of service, as defined by the 3GPP initiative
[4], is for sure one of the most critical one to be implemented,
due to latency constraints down to 1 ms and the extremely
high level of service reliability required. Use cases belonging
to this service class can be identified in the automotive safety,
Unmanned Aerial Vehicle control and smart health emergency
interactive applications [5], just to mention a few of them.

The design of 5G network will extensively take advantage of
Network Function Virtualization (NFV) coupled with the Soft-
ware Defined Network (SDN) paradigm, to ensure unprecedent
network flexibility and reconfigurability [2]. In order to meet
use case specific requirements the slice concept is adopted
[5], a slice being the set of physical or virtual resources able
to offer a connectivity service meeting those requirements.
A slice is embedded into the physical infrastructure whose
bandwidth, delay and processing locations need to be identified
and optimized.

Functional splits have been proposed for 5G to enhance the
network efficiency and flexibility of the optical aggregation
network segment [4] [6] giving rise to the fronthaul and
midhaul sections in the optical aggregation network. This ap-
proach allows dynamic usage of resources based on statistical
packet-based multiplexing of information, with consequent

enhanced scalability. Differently from the conventional C-
RAN approach, anyway included among possible functional
splits as option 8, centralization is relaxed by assuming
some processing capability distributed in the nodes of the
aggregation network, thus achieving more relaxed bandwidth
and latency constraints with respect to C-RAN [6]. The main
problem is how to split the required functionalities into nodes
in relation to the bandwidth available on the links and the
processing capability in the nodes themselves, with the aim
of achieving the full coverage of the packet-based metro area
network. Each node is associated a virtual function hotel that
perform the associated functionalities in relation to the chosen
split option.

In the specific case of URLLC, extremely tight requirements
in terms of latency and reliability need to be met, while
optimally associate functions to nodes. To this end, ready-to-
use additional backup resources need to be provided in case of
link or hotel failure, able to meet the same quality of service
of the primary ones. As a consequence, fast connectivity swap
can be performed within the slice. This approach is known in
literature as resource protection and, according to previous
classifications, different protection schemes can be applied
for fast slice resiliency [7]. Protection schemes can be either
dedicated path (DPP) or shared path (SPP). In DPP, backup
resources are dedicated and therefore cannot be shared with
any other protection path. Conversely, SPP allows sharing
backup resources among protection paths. SPP mechanisms
are expected to require less additional resources compared to
DPP, but are usually more complicated to operate. At the best
of our knowledge the problem of reliable slice embedding with
functional split still needs investigation. Option 8 referred to
conventional C-RAN was studied in [8]. [9] address the flex-
ible functional placement problem with no specific reference
to the latency and reliability constraints relevant to URLLC.
Anyway, a methodology to design the optical aggregation
network while associating function splitting to nodes with
URLLC is expected to greatly help the task of operators in
the deployment of 5G network slicing. Some evaluations on
functional splitting in optical aggregation networks have been
presented based on heuristics in [10] for DPP.

With reference to the above scenario, this paper proposes an
optimization procedure based on Integer Linear Programming
(ILP) to design resilient latency constrained end-to-end slicing
with 5G functional splits for the URLLC service class. The
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TABLE I: Link capacity requirements for different 3GPP split
options [12].

Split Bandwidth
Layers option [Gbps]

L1 Opt.8 2.4
L2 Opt.6 0.152
L3 Opt.2 0.151

Core Opt.1 0.150
Cloud - 0.150

CORE

CORE

Primary path

Backup path

end-to-end URLLC service slice

L1
L2

L3

L1

L2

L3

CLOUD

Fronthaul

Midhaul

Backhaul

Fig. 1: Example of functional split for URLLC service slice.

target is to minimize the number of nodes where virtual
functions are activated, given a potential set of node locations.
Dedicated and shared path protection schemes, namely DPP
and SPP, are proposed and related optimization procedures
to minimize the physical network resources to be associated
to URLLC network slice are described and applied to obtain
evaluations of their effectiveness.

The paper is organized as follows. In section II the reference
network architecture and problem formulation are introduced.
Section III describes the optimization methodology for the
design of URLLC slice using DPP and SPP with latency
constraints to minimize the number of active hotels in the
optical aggregation network. Section IV shows results and
comparisons. Finally section V draws the conclusions and
main achievements.

II. REFERENCE NETWORK ARCHITECTURE AND PROBLEM
FORMULATION

5G baseband functional splits have been investigated re-
cently [6]. The functions composing the layers of the mo-
bile network protocol stack can be split into multiple nodes
and performed in sequence, forming a chain of functions.
Function chaining has been investigated before, where service
end points are known and only end to end bandwidth and
latency constraints are applied [11]. However, when providing
a service, the requirements of the baseband processing must be
satisfied along with the one of the end to end service, usually
performed in the cloud. The bandwidth requirement to carry
different functions of the protocol stack are shown in Table
I for a sample antenna configuration [12]. An example of a
possible end to end URLLC service slice is presented in Fig.
1. The reliability required by this class of services implies the
allocation of primary and backup path resources for each chain
in the slice.

The formulation of the BBU hotel location problem with
resiliency is as follows:

• Given: a set of nodes and related resources, which are
candidates as hotels to host baseband, core and cloud
functions, properly connected through a set of links.

• To find: a suitable functions placement, such that the
number of active nodes (i.e., nodes hosting any function)
is reduced to a minimum while reliability against single
link or hotel failure is provided.

• To ensure: that each antenna is connected to URLLC ser-
vice through a set of properly ordered functions forming
a chain running in active nodes, so that the maximum
allowed distance between the antenna and the cloud is
not exceeded, the maximum bandwidth available on each
link is not exceeded, and the available computational
resources in each node are not exceeded.

III. OPTIMIZATION METHODOLOGY FOR DPP AND SPP IN
A URLLC SLICE

This section first introduces the notation and rationale
behind the models, then describes in detail the two strategies,
namely DPP and SPP, in two separate sub-sections.

Let us consider a network characterized by a set of nodes
N , each with capacity ρi, interconnected by links, captured
by matrix γi,j , with bandwidth λi,j and introducing a delay
τi,j , with i, j ∈ N . Each node is considered to be a source
s ∈ S, with a set of antennas to be connected, through
a chain of functions, to the service in the cloud. Let us
consider an ordered set T = {t1, .., tq, .., tk} of k transport
segments, with cardinality |T | = k equal to the number of
functions to be executed. Each transport segment corresponds
to a couple of VNFs, one originating the transport flow and
one terminating it. For instance, a generic transport segment
tq is originated by one VNF (vq−1) and requires a VNF (vq)
performing the functions required to elaborate its traffic, and
originates the traffic towards the next transport segment tq+1.
A binary variable xn

i,tq,s
is introduced to model the assignment

of sources to nodes performing related functions. When xn
i,tq,s

is equal to 1, vq (VNF function terminating transport segment
tq) is performed at node i for source s, and requires the
activation of node i, modeled by the binary variable zi, for
primary and backup paths n ∈ P = {p, b}. Each transport
segment tq produces a primary (p) and backup (b) flow of
data for each source s through the links, captured by the
binary variable wn

i,j,tq,s
, with a certain bitrate βtq and subject

to latency requirements δtq . Each VNF related to a transport
segment tq needs computational resources µtq . The notation
used in the two strategies is reported in Table II.

A. DPP model

Objective function:

Minimize
∑
i∈N

zi (1)

Constraints:∑
i∈N

xn
i,tq,s = 1, ∀tq ∈ T, s ∈ S, n ∈ P (2)
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∑
n∈P

∑
tq∈T

∑
s∈S

xn
i,tq,s ≤ M · zi, ∀i ∈ N (3)

∑
n∈P

∑
tq∈T

∑
s∈S

xn
i,tq,s · µtq ≤ ρi, ∀i ∈ N (4)

∑
n∈P

∑
tq∈T

∑
s∈S

wn
i,j,tq,s · βtq ≤ λi,j , ∀i, j ∈ N (5)

tq∑
tc=1

∑
i∈N

∑
j∈N

wn
i,j,tc,s · τi,j ≤ δtq , ∀tq, tc ∈ T, s ∈ S, n ∈ P

(6)

wp
i,j,tq,s

+wb
i,j,tm,s ≤ γi,j , ∀tq, tm ∈ T, s ∈ S, i, j ∈ N (7)

∑
j∈N

wn
i,j,tq,s ≤ 1, ∀i ∈ N, tq ∈ T, s ∈ S, n ∈ P (8)

wn
i,i,tq,s ≤ xn

i,tq,s, ∀i ∈ N, tq ∈ T, s ∈ S, n ∈ P (9)

xp
i,tm,s + xb

i,tq,s ≤ 1, ∀i ∈ N, tq, tm ∈ T, s ∈ S (10)

If tq = t1: ∑
j∈N

wn
s,j,tq,s = 1, ∀s ∈ S, n ∈ P (11)

∑
j∈N

wn
j,i,tq,s −

∑
j∈N

wn
i,j,tq,s = xn

i,tq,s,

∀i ∈ N, i ̸= s, tq ∈ T, s ∈ S, n ∈ P

(12)

If tq ̸= t1:

∑
j∈N

wn
i,j,tq,s ≥ xn

i,tq−1,s, ∀i ∈ N, s ∈ S, n ∈ P (13)

∑
j∈N

wn
j,i,tq,s −

∑
j∈N

wn
i,j,tq,s + xn

i,tq−1,s = xn
i,tq,s,

∀i ∈ N, tq ∈ T, s ∈ S, n ∈ P

(14)

Constraint (2) ensures that only one node is active for each
VNF and source along the whole path. Constraint (3) selects
the active nodes (i.e., nodes that host at least one VNF).
Constraint (4) ensures that computational resources required
at node i to perform all VNFs from all sources and all the path
are not exceeded. Constraint (5) guarantees that the bandwidth
required over each link does not exceed the maximum link
capacity for that link. Constraint (6) limits the delay of each
path transport segment. Constraint (7) allows routing only over
link of the physical topology. Also ensures that the links used
for different path are different.

TABLE II: List of parameters of the ILP and corresponding
definitions.

Parameter Definition

T set of transport segments.
S set of source nodes.
N set of network nodes, candidates to host

virtual functions.
P set of paths. P = {p,b} (p for primary, b for

backup).
αz, αc, αf tuning parameters for SPP objective function.

βtq bandwidth requirement for transport segment
tq ∈ T .

δtq latency requirement for transport segment
tq ∈ T .

γi,j 1 if exists a link between nodes i ∈ N and
j ∈ N in the physical network; 0 otherwise.

µtq capacity required to execute virtual function
terminating transport segment tq ∈ T .

ρi computational resources available at node i ∈
N .

λi,j available bandwidth over the link connecting
nodes i ∈ N and j ∈ N .

τi,j delay introduced by the link connecting
nodes i ∈ N and j ∈ N .

M a large number.
xn
i,tq,s

1 if node i ∈ N is performing VNF termi-
nating transport segment tq ∈ T for source
s ∈ S for path n ∈ P ; 0 otherwise.

wn
i,j,tq,s

1 if link connecting nodes i ∈ N and j ∈ N
is carrying transport traffic tq ∈ T originated
at source s ∈ S for path n ∈ P ; 0 otherwise.

zi 1 if node i ∈ N is selected to host at least
one VNF; 0 otherwise.

ci computational capacity required at node i ∈
N for backup purposes.

fi,j required bandwidth over the link (i, j) ∈ N
for backup purposes.

yi,j,tq,s 1 if the nodes i ∈ N and j ∈ N are per-
forming VNF terminating transport segment
tq ∈ T as primary and backup, respectively,
for the source s ∈ S; 0 otherwise.

li,j,k,m,tq,s 1 if the links (i, j) ∈ N and (k,m) ∈ N
are used to transport data of segment tq for
primary and backup paths, respectively, for
the source s ∈ S; 0 otherwise.

di,k,m,tq,s 1 if the link (k,m) ∈ N is used to trans-
port data of segment tq for backup and the
primary path passes through node i ∈ N for
the source s ∈ S; 0 otherwise.

Function chaining is modeled as follows. Constraint (8)
limits the sum of outgoing paths in each node, for each source
and transport link. Constraint (9) forbids unnecessary loops.
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Constraint (10) ensures that the nodes used for primary and
backup are different, for all the transport segment.

For the first transport segment (t1), constraint (11) ensures
that there is one outgoing flow for each source s while
constraint (12) represents the flow conservation towards the
ending VNF for transport segment t1. For the subsequent
transport segments ({t2, .., tk}), constraint (13) ensures that
there is a transport flow starting from the node (i) performing
the previous transport function (xi,tq−1,s) for each source.
Constraint (14) represents the flow conservation of each trans-
port segment tq .

B. SPP model

In the SPP model, four additional variables have been
introduced: ci and fi,j which allow the reduction of
computational resources and bandwidth reserved for backup,
and yi,j,tq,s and li,j,k,m,tq,s to find the pairs of nodes and
links of the primary and backup. A new objective function is
also introduced.

Objective function:

Minimize αz ·
∑
i∈N

zi + αc ·
∑
i∈N

ci + αf ·
∑
i∈N

∑
j∈N

fi,j (15)

The constraints (4) and (5) have been replaced by:
Additional constraints:

yi,j,tq,s ≥ xp
i,tq,s

+xb
j,tq,s−1 ∀i, j ∈ N, s ∈ S, tq ∈ T (16)

cj ≥
∑
tq∈T

∑
s∈S

yi,j,tq,s · µtq ∀i, j ∈ N (17)

∑
tq∈T

∑
s∈S

xp
i,tq,s

· µtq + ci ≤ ρi, ∀i ∈ N (18)

li,j,k,m,tq,s ≥ wp
i,j,tq,s

+ wb
k,m,tq,s − 1

∀i, j, k,m ∈ N, s ∈ S, tq ∈ T
(19)

fk,m ≥
∑
tq∈T

∑
s∈S

li,j,k,m,tq,s · βtq ∀i, j, k,m ∈ N (20)

di,k,m,tq,s ≥ wb
k,m,tq,s +

∑
tq∈T xp

i,tq,s

M
− 1,

∀i, k,m ∈ N, s ∈ S, tq ∈ T

(21)

fk,m ≥
∑
tq∈T

∑
s∈S

di,k,m,tq,s · βtq , ∀i, k,m ∈ N (22)

∑
tq∈T

∑
s∈S

wp
i,j,tq,s

· βtq + fi,j ≤ λi,j , ∀i, j ∈ N (23)

Constraint (16) finds the primary (i) and backup (j) nodes
performing the different VNFs for each source. Constraint
(17) ensures that the capacity reserved for the backup node
j is greater than or equal to the capacity required to perform
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(b) Network B.

Fig. 2: Reference 16 node networks A and B with different
connectivity.

primary functions at node i, to ensure reliability against single
primary hotel failure. Constraint (18) ensures that computa-
tional resources required at node i to perform all VNFs from
all sources and all the paths are not exceeded. Constraint
(19) finds the primary link (i, j) and the backup link (k,m)
carrying traffic of each transport for each source. Constraint
(20) ensures that the bandwidth reserved for the backup path
is greater than or equal to the bandwidth required in case of
a single primary link failure. Constraint (21) finds the sources
affected by a BBU hotel failure in i that are sharing the
backup link (k,m) while constraint (22) counts the bandwidth
required over link k,m in the case of hotel i failure. Constraint
(23) guarantees that the bandwidth required over each link
does not exceed the maximum link capacity for that link.

IV. NUMERICAL RESULTS AND COMPARISONS

In this section, the results obtained by running the two al-
gorithms using the CPLEX commercial tool [13] are reported.
The DPP strategy is firstly evaluated referring to the 16 node
networks represented in Fig. 2. Each network node is con-
nected to 10 antennas, collecting traffic from the radio section.
The available bandwidth on each link is set to 40 Gbps (in each
direction). In addition, each node is equipped with processing
units (PUs) according to traffic generated at each layer of the
functional splitting as shown in Table I. In particular, 0.5, 0.3,
0.2, 0.1, 0.1 PUs are assumed as requirements for L1, L2,
L3, core and cloud virtual functions, respectively [9], [14],
[15]. The length of each link or, equivalently, each hop is
assumed to be 1 km, which results in a delay τ = 5µs. It
should be noted that, given the limited size of the scenario, the
latency constraints of each transport link are always satisfied.
However, to satisfy the tight service requirements imposed by
URLLC applications, all the nodes are allowed to host edge
core and cloud functions. The SPP approach is evaluated then,
assuming a 6 node network, not to incur in out of memory
exception due to the higher complexity of the SPP algorithm.

A. DPP evaluation

The two networks A and B used to evaluate the DPP
algorithm are presented in Fig. 2. The two networks differ for
the connectivity represented by a different number of links.
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Fig. 3: Active nodes for the networks A and B in the balanced
and unbalanced cases with 2 and 4 hops as distance constraint.

Two cases have been considered in the following. The case in
which all the nodes candidate to host an hotel are equal to 25
PUs is referred to as balanced (bal). The unbalanced (unbal)
case, instead, has nodes 6,7,10,11 with infinite capacity in
terms of PUs, thus emulating centralized data centers, while
all the other nodes are equipped with 10 PUs. The number
of active nodes (i.e., nodes hosting baseband, core or cloud
functions) obtained with the DPP model in the networks A
and B in the balanced and unbalanced case under different
hop constraints is reported in Fig. 3. The balanced case always
requires the activation of all the nodes, as a consequence of the
limitation of node resources, regardless the number of hops
and network connectivity. Conversely, the unbalanced case
shows a reduction in the number of active nodes. The effects
of an increased network connectivity are evident, with only 8
active nodes required for both 2 and 4 hops. The network A
allows a reduction of 4 nodes when moving from 2 to 4 hops,
thanks to high capacity nodes that perform multiple functions
in few nodes, while in network B no additional node reduction
is possible due to the limited resources over links connecting
high capacity nodes.

To facilitate the deployment of edge core and cloud func-
tions, minimization of active nodes performing those functions
can be added to the objective function of the DPP model. A
new term is added to (1) with a lower priority, so that the
primal objective remains the same (i.e., the minimization of
the total active nodes). This case is referred to as DPPc+c.
Figure 4 shows the number of nodes performing at least one
baseband processing (either L1, L2 or L3) and core/cloud
functions for the balanced case with 2 hops constraints in
the traditional DPP and modified DPPc+c formulation. While
the number of nodes performing baseband processing is the
same for the two cases, the nodes performing core and cloud
functions in DPPc+c is considerably lower than the one of
DPP, thus simplifying the deployment of these functions from
a network operator and/or cloud provider point of view.

Figure 5 depicts the link usage of DPP in the network A,
under 2 and 4 hop constraints, for both balanced and unbal-
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for the balanced case with 2 hops constraints for DPP and
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Fig. 5: Link usage of DPP in the network A, balanced and
unbalanced, under different hop constraints. Links are sorted
from the lowest to the highest usage one.

anced cases. In the figure the links are sorted in increasing
order of usage for each curve. Depending on the specific curve,
links show different usage, which indicates potential statistical
multiplexing gain when multiple slices are embedded on the
same network. Some links exhibit a very low usage or even
no usage, especially with 2 hop constraint. Many links needs
24 Gbps or slightly higher due to the capacity required for
option 8 with 10 antennas (see Table I).

B. SPP evaluation

A 6 node network is considered to compare DPP and SPP
(Figs. 6 and 7). All nodes are connected to 10 antennas. In
the unbalanced case, nodes 2 and 5 have unlimited resources,
while all the other node capabilities are limited to 10 PUs. The
tuning parameters of the objective function are set as αz >>
αc = αf to prioritize the minimization of the overall active
nodes.

Table III reports the number of active nodes, capacity and
node savings for the 6 node networks in the balanced and
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TABLE III: Active nodes, capacity and node savings for 6
node networks in the balanced and unbalanced cases under 2
and 3 hop constraints.

Active nodes Saved
Network DPP SPP Capacity Nodes

2 hops - bal 6 4 66.6% 33.3%
3 hops - bal 6 4 66.6% 33.3%

2 hops - unbal 4 4 23.6% 0%
3 hops - unbal 4 4 27.8% 0%

Fig. 6: Outcome of the DPP model in the balanced case for 6
node network and 2 hops as distance constraint. The bandwidth
values are in Gbps, red and underlined for the backup path.
Dark green color for active nodes.

unbalanced cases under 2 and 3 hop constraints. The SPP is
capable of reducing the number of active nodes in the balanced
case by 33.3%. In addition, the SPP approach allows to share
backup node resources among antennas assigned to different
primary paths, leading up to 66.6% and 27.8% node capacity
savings in the balanced and unbalanced cases, respectively.

Figures 6 and 7 depict the outcome of DPP and SPP models,
respectively, in the balanced case for 6 node network and 2
hops as distance constraint. The figures report the active nodes,
that are the nodes performing primary and/or backup functions,
eventually split in multiple nodes. The figures also report the
link usage for both primary and backup (in underlined, red).
In the case of SPP, the number of active nodes is lower than
in the DPP case, thanks to the sharing of the backup paths.
For instance, in the SPP case nodes 2, and 3 are able to reach
node 5, for backup purposes, by sharing link 3-5. In the DPP
case instead, they cannot reach node 5 due to the dedicated
resource allocation and limited bandwidth over the links, thus
requiring to activate additional nodes.

V. CONCLUSIONS

Optimization of functional split for URLLC service has
been presented for DPP and SPP based on Integer Linear
Programming. Two different sets of constraints have been
defined with the objective to minimize the number of active
nodes in the optical aggregation networks. The effectiveness
of the algorithms has been shown also in terms of active
nodes and bandwidth usage which is sensibly reduced with
repsect to the conventional centralized approach and allows

Fig. 7: Outcome of the SPP model in the balanced case for 6
node network and 2 hops as distance constraint. The bandwidth
values are in Gbps, red and underlined for the backup path.
Dark green color for active nodes.

statistical multiplexing gain for potential allocation of multiple
slices. The further saving related to SPP has been shown in
comparison with DPP. The SPP algorithm has some scalability
limitations that, at this moment has reached optimization for
a more limited size network with respect to DPP. In any case
the evaluations result suitable for most metro contexts.
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